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1 INTRODUCTION
Our goal is to implement a fluid-based music analyzer
that allows user interaction. To achieve this goal, we
based our project on the Real-Time Fluid Dynamics for
Games paper written by Jos Stam [Stam 2003], which
suggests using a modified version of the Navier-Stokes
Equations which is able to simulate the fluid in real-time
while making the fluid look realistic.

Previous workwith fluid-basedmusic renderings have
performed real-time simulation [Bodonyi [n.d.]], but
have lacked clarity into the current state of given fre-
quencies. Without an understanding of where to look
and what to look for, users will be unable to make proper
use of a music analyzer. Our approach is to use a strict
mapping between both the frequency and the location as
well as the frequency and the color. This will enable users
to know where to look to understand what’s happening
with a given frequency as well as what colors to look
for to understand the amplitude of a given frequency.

2 TECHNICAL APPROACHES

2.1 Dynamic Inputs
Our fluid simulation uses velocity and density maps to
store dynamic inputs that are updated per frame based
on either user interactions with canvas or audio input.
These dynamic inputs will apply directional velocities
to grids and alter their densities, thus to simulate the
fluid flow and color change.

2.1.1 User Interactions. For user interactions, we listen
to users’ mouse events within the canvas. Velocity is
associated with the mouse-hover events and will be cal-
culated per frame. In each frame, we accumulate the
distance of mouse movement and use the

𝑠𝑢𝑚

Δ𝑡
to get

the velocity change over Δ𝑡 for 𝑥 and 𝑦 directions. We
then add this velocity to every grid following the mouse
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movement path. As for density, its increment is triggered
by users’ mouse click-down event and will be terminated
when the mouse is released. Per frame user holding the
mouse, we add the density to a circular region of grids
underneath the clicked pixel. Therefore, the longer the
user holds the mouse, the higher the density underlying
the mouse area.

2.1.2 Audio Input. Our system is able to get audio in-
put from MP3 files and the user’s microphone. For both
inputs, we rely on the Web Audio API to process the
audio data. Once the user uploads a music file or the
system receives an input from the microphone, an audio
analyzer will be created. Per each frame, we use the an-
alyzer’s getByteFrequencyData() function to fetch the
real-time amplitude value for every range of sound fre-
quency. Each fluid represents a specific sound frequency
range and is aligned in-order with lower frequency on
the left and higher frequency on the right. We assign
each fluid a fixed positive velocity to allow it to flow
upward. The density change for each fluid is based on
the real-time change of amplitude.

2.2 Fluid Simulation
Our fluid simulation algorithms are mainly based on
the physical equations of fluid flow, the Navier-Stokes
equations. These equations are notoriously hard to solve
when strict physical accuracy is of prime importance.
Our solvers on the other hand are geared towards visual
quality. Our emphasis is on stability and speed, which
means that our simulations can be advanced with arbi-
trary time steps.
Our fluids are modeled on a square grid, which con-

tains the information of velocity and density as con-
stants in each grid cell. The simulation is therefore a set
of snapshots of the velocity and density grids.

Fig. 1. Navier-Stoke Equations for the velocity (top) and den-
sity (bottom) [Stam 2003]

2.2.1 Moving Densities. In this section, we will mainly
talk about our simulation for the density field according
to the equation above, which consists of three terms.
The first term represents that the density should follow
the change of velocity, the second implies the density
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will diffuse, and the third states the density increases
due to sources.
During implementation, the first step is to make the

density follow the velocity field. We use a technique that
models the density as a set of particles. In this case, we
can simply trace the particles through the velocity field.
The amount of density at these particles can be calcu-
lated by linearly interpolating the density from the four
closest neighbors of the particles. We use the following
procedure to update the density at each step. We focus
on one grid that contains the density from the previous
time step and one that will contain the new density. We
trace the latter cell’s center position backwards through
its velocity, and then linearly interpolate the density val-
ues from the previous grid and assign the value to the
current grid.
The second term takes into account the possible dif-

fusion at a certain rate. Considering a single cell, the
cell exchanges densities only with its four neighboring
cells. It is intuitive to simply add a portion 𝑝 of density
from each of the surrounding grinds to the current grid,
and then remove a corresponding 4𝑝 amount of density
from the current grid. However, this solution can result
in unstable simulation for certain p values. We consider
a stable method for the diffusion step instead. The basic
idea is to find the densities which yield the densities
we start with when diffused backwards. We can obtain
the amount of density these particles carry by linearly
interpolating the density at their starting location from
the four neighbors. As Jos Stam suggests, we utilized
Gauss-Seidel relaxation, which is a simple linear solver
that works well enough in our case. [Stam 2003]
The third step would be relatively easy because we

just filled in the density array based on the user’s mouse
input, audio files input and microphone input. For the
mouse input, we mapped the pixels from screen space
to the grid space in our simulator. Based on the user’s
mouse position on the screen, we will add densities to
grids at the corresponding locations in our simulator.
For the audio files or microphone input, we always add
densities at the bottom of the grids, andmove them up by
adding an upward velocity. We can get the amplitude at
different frequency channels from the audio input. The
frequency decides what horizontal positions, or columns
in our grad we will add densities to. The lower frequen-
cies reside at the left part of the grid, and the higher ones
are mapped to the right part. The amplitude determines
how many densities are we going to add to the system.
The higher the amplitude a frequency channel has, the
more density we will add to its corresponding column.
Finally, we record the audio data from the past frame as
well, and only add densities when the amplitude at one
frequency channel increases for a certain amount. This
way, we will only visualize the frequency channels that
have an obvious change.
We are consistently adding densities to our system,

however, we are assuming that the fluid in our simu-
lation is contained in a solid box. This means the fluid
cannot escape the box, resulting in a consistently in-
creasing total density amount. In the end, each grid will

have an infinite number of density. To address this prob-
lem, we removed a portion of the density from the grid
at each frame to make the simulation more stable.

2.2.2 Changing Velocities. In our velocity solver, again
we want to consider the equations above. Our velocity
solver resembles the density solver in many ways, but it
requires a new routine called project, which forces the
velocity to be mass conserving. Based on Hodge decom-
position, we can get the mass conserving velocity field
by removing the gradient field from our velocity field. To
get this gradient field, we followed the paper[Stam 2003]
to solve the Poisson equation. In the end, we have a mass
conserving velocity field which looks more realistic.

We also have another routine to set the boundary. We
assume the fluid is contained in a box with solid walls,
which means the horizontal velocity should be zero on
the vertical walls, and the vertical velocity should be
zero on the horizontal walls.

2.3 Rendering
The last portion of our project was to perform the ren-
dering of our music analyzer based on the density field
outputs satisfying the Navier-Stokes equation as well as
a scheme to allow users to differentiate between frequen-
cies. Our rendering was performed in Three.Js. We begin
with instantiating the scene using a perspective camera
looking in the -z direction. Then we turn to rendering
the geometry on the x,y plane at z = 0.

2.3.1 Core Loop. Our approach is to render based upon
the densities given by Navier-Stokes. We instantiate this
grid such that each cell is a single vertex with a starting
color of black at a unique position.We do this by creating
a Buffer Geometry to which we add arrays containing
the cells positions, size, and colors. We choose to render
all of our cells in a normalized space of [-0.5, 0.5] in both
x and y (this ensures the camera looks at the middle
of the grid. To get the positions we add 0.5 to our x
and y values, divide by the number of rows or columns
(depending on the axis) and subtract 0.5.

In each timestep we update the frequencies from the
music/microphone and use those frequencies to update
the densities as described earlier and store them in a
1d array. We then loop through each of the cell’s posi-
tions and convert them to the corresponding 1d index by
undoing the earlier computation. That number is used
to index into the density map returning a number of
particles. The number of particles is used to determine
the final color of each cell.
The choice of timestep size is a tradeoff between re-

sponsiveness and computation. We chose a timestep size
that offered reasonable fluidity while not being too tax-
ing on the computers used for testing. Though we did
not exploit this we believe there is room to optimize the
timestep size based on the hardware used for viewing.

2.3.2 Choosing Colors. To provide users with a strong
understanding of the state of each frequency we have
a strict mapping between color and frequency in our

, Vol. 1, No. 1, Article . Publication date: May 2021.



245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

Real-time Fluid-based Music Analyzer • 3

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

rendering. To provide this we decided to linearly inter-
polate the spectrum of color across the x axis of our
rendering. Each column in the cell is assigned a base
color based on its position. This ultimately requires as-
signing RGB values to each column such that there are
no clear discontinuities in color to an end user.
We start by assigning each column a wavelength as

in the visual spectrum between 460nm and 650nm. The
first column is assigned to 460nm and the last is assigned
to 650nm. All other columns are linearly interpolated
to some value. The next step is to generate a base color
for each column based on their assigned wavelength.
To perform this translation we adopt an analytic ap-
proximation [Wyman et al. 2013]. Finally, we translate
these values into sRGB values as outlined by the original
proposal [Anderson et al. 1996].
With our base colors set we can determine the final

color for each position. Our goal was for each cell to
have the potential to reach the base color of its column
depending on the number of particles. We chose an ad-
ditive approach where each cell starts black and each
particle contributes a fraction of the RGB values. We
ensure the color does not pass the intended color by
capping the contribution of particles. Once we get the
color we update the color array in the geometry and
request an update from the geometry.

2.4 Problems encountered and Lessons Learned
Since we divided up our work in each phase to allow
all members contributed at the same time, we experi-
enced lots of challenges when integrating them together.
One specific example was after the first stage of our
project, creating the basic fluid simulation. In isolation,
the color assignment algorithm and the fluid simula-
tion functioned as intended but when combined led to a
bug creating discontinuities in the color of the simula-
tion. Going forward, we know it is useful to have sanity
checks as we progress within our individual stages and
to cleanly define the interfaces between our pieces.

We also spent a lot time trying to figure out how each
fluid algorithm worked. We once had an error that we
just kept getting unexpected results that we wanted, we
thought this error was related to the algorithm. Thus,
we tried to modify diffusion and advection functions to
find where the error was. However, in the end, the error
was in fact due to a JavaScript return type error that
has not been reported by Chrome inspection. Following
this experience, we learned that having a more thorough
understanding on the equation and algorithms would
help us narrow down the scope for searching errors,
eventually saving us time in debugging.

Another issue was with our project planning. We set
out to create a fluid-based simulator with several param-
eters but failed to understand exactly what our novelty
would be. This led to difficulties after submitting the
milestone where we struggled to figure out the end goal
of our project. Thankfully, we found some work related
to music and found a gap where we could contribute. In

the future, we will do a better job of understanding the
novelty of our ideas before implementation.

3 RESULTS
Our initial version of our fluid-based analyzer simulates
the Navier-Stokes equations for the incompressible flu-
ids. When the user clicks and drags their mouse inside
the grids, density will be added in the nearest few grids
and more smoke will show up. When the user moves
their mouse cursor without the mouse down, the fluid
will be moved like it is “stirred”. The fluid is contained in
a box with solid walls, so no fluid should exit the walls.
Figure 2 shows our progress after implementing these
features.
Our final product displays the effects of adding our

frequency processing (for both music and microphone)
as described in section 2.1 aswell as our color assignment
method as described in section 2.3.2. Figure 3 displays the
final result after translating music into frequencies and
shows the difference in color assignment for different
columns as well as different cells within a column.

Fig. 2. Fluid simulation with mouse

4 FUTURE WORK
Due to the time limitation of this project, there are sev-
eral potential improvements we did not get to implement.
Currently, our system is running on the CPU. If we can
convert our simulation codes to shaders and run the
simulation on GPU, our simulation will become more
efficient and we would be able to use a larger grid while
keeping the simulation in real time. Another extension
we can have is making the simulation 3D instead of 2D.
It will not be too hard to convert the simulation itself
from 2D to 3D, but we would need to come up with a
clever way to allow users to interact with the 3D scene.
Finally, we can add a GUI control panel on the website
to allow users to modify different parameters including
diffusion, viscosity and timestamp.
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Fig. 3. Music Visualization

5 CONTRIBUTIONS
We have planned our progress to first realize the 2D
fluid simulation. In this phase, we divided the work into
four parts so everyone could work on the project simul-
taneously. Yinan was responsible for handling the user
interactions with the grid and storing fetched user in-
puts as velocity and density arrays. Sophie and Weiyan
worked together to build the framework in three.js and
implemented algorithms to realize the fluid simulation.
Lloyd was in charge of constructing the grid system,
writing the shader, and rendering the scene. All mem-
bers have contributed to the integration and debugging
of the project.
To use our fluid simulation for a music visualizer,

we had to modify the input and rendering part. In this
phase, Yinan implemented a new feature to allow users
to upload audio files and get the frequency data from it.
Weiyan worked on getting input from the microphone
instead. Sophie managed to take the frequency data and
converted them to density/velocity input to the fluid
simulation. Lloyd was responsible for adding different
colors to our rendering. Same as last phase, all members
have contributed to the integration and debugging of the
project. The team has also spent much time tweaking the
simulator and parameters to improve the visual quality
of the music visualization.

The whole team worked together to deliver the paper
and presentation. Lloyd was specifically in charge of the
mini-demo.
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